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Introduction
Current structural acoustics optimization (SAO) 
techniques can be accurate, but time consuming and 
inefficient. The goal of this project is to develop and 
deploy a python package combining the research 
efforts of substructuring and multi-algorithm 
optimization to improve upon current SAO techniques.

• Implement substructuring techniques [1]
• Implement Multi-Algorithm techniques [2]
• Implement distributed and shared memory
• Test MASO on two test problems
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Problems with calculable gradients and smooth decision 
spaces benefit from gradient based and global based 
algorithms. While performing a wide search with two 
global algorithms is beneficial when decision spaces 
become complicated. Substructuring is implemented for 
the beam problem to ensure techniques work. Results are 
done on an HPC server with distributed memory.

• Test more algorithms in different configurations
• Analyze more test problems and implement more 

substructuring techniques
• Format library for easy user access
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Algorithm Full name acronym Type
GACO (g) Genetic Ant Colony Optimization Global
PSO (p) Particle Swarm Optimization Global
SLSQP (s) Sequential Quadratic Programming Local

• PSO + PSO = Consistent
• PSO + SLSQP = Good if gradient smooth
• PSO Alone = consistent algorithm
• Two global = benefits if complicated decision space
• Global + local = benefits if decision space is smooth
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